
 

 

PLEASE SCROLL DOWN FOR ARTICLE

This article was downloaded by: [Ridenour, Ty A.]
On: 9 July 2009
Access details: Access Details: [subscription number 912967345]
Publisher Informa Healthcare
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House,
37-41 Mortimer Street, London W1T 3JH, UK

The American Journal of Drug and Alcohol Abuse
Publication details, including instructions for authors and subscription information:
http://www.informaworld.com/smpp/title~content=t713597226

A Small Sample Randomized Clinical Trial Methodology Using N-of-1 Designs
and Mixed Model Analysis
Ty A. Ridenour a; Deanne L. Hall b; James E. Bost c

a Center for Education and Drug Abuse Research, University of Pittsburgh, Pittsburgh, Pennsylvania, USA b

Department of Pharmacy, University of Pittsburgh, Pittsburgh, Pennsylvania, USA c Center for Research and
Health Care, University of Pittsburgh, Pittsburgh, Pennsylvania, USA

Online Publication Date: 01 July 2009

To cite this Article Ridenour, Ty A., Hall, Deanne L. and Bost, James E.(2009)'A Small Sample Randomized Clinical Trial Methodology
Using N-of-1 Designs and Mixed Model Analysis',The American Journal of Drug and Alcohol Abuse,35:4,260 — 266

To link to this Article: DOI: 10.1080/00952990903005916

URL: http://dx.doi.org/10.1080/00952990903005916

Full terms and conditions of use: http://www.informaworld.com/terms-and-conditions-of-access.pdf

This article may be used for research, teaching and private study purposes. Any substantial or
systematic reproduction, re-distribution, re-selling, loan or sub-licensing, systematic supply or
distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents
will be complete or accurate or up to date. The accuracy of any instructions, formulae and drug doses
should be independently verified with primary sources. The publisher shall not be liable for any loss,
actions, claims, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly
or indirectly in connection with or arising out of the use of this material.

http://www.informaworld.com/smpp/title~content=t713597226
http://dx.doi.org/10.1080/00952990903005916
http://www.informaworld.com/terms-and-conditions-of-access.pdf


The American Journal of Drug and Alcohol Abuse, 35:260–266, 2009
Copyright © Informa Healthcare USA, Inc.
ISSN: 0095-2990 print/ 1097-9891 online
DOI: 10.1080/00952990903005916

A Small Sample Randomized Clinical Trial Methodology
Using N-of-1 Designs and Mixed Model Analysis

Ty A. Ridenour, Ph.D., M.P.E.
Center for Education and Drug Abuse Research, University of Pittsburgh, Pittsburgh, Pennsylvania, USA

Deanne L. Hall, Pharm.D.
Department of Pharmacy, University of Pittsburgh, Pittsburgh, Pennsylvania, USA

James E. Bost, Ph.D.
Center for Research and Health Care, University of Pittsburgh, Pittsburgh, Pennsylvania, USA

Background/Objectives: To date, research on substance abuse
prevention relied extensively on large sample randomized clinical
trials to evaluate intervention programs. These designs are ap-
propriate for certain types of randomized prevention trials (e.g.,
efficacy or effectiveness for broad populations) but are unfeasible
for other prevention science scenarios (e.g., rare pathologies, pi-
lot studies, or replication tests at specific locales). Methods: An
alternative randomized clinical trial is described that relies on
much smaller samples, less resources than the large sample de-
signs, randomization, N-of-1 designs for the intervention group,
and mixed model analysis. Results: This methodology is illustrated
using a small sample prevention study, which demonstrates its
statistical power, flexibility, and sophistication for experimental
testing of prevention-oriented research questions. Scientific Signif-
icance: This methodology can be applied to many existing preven-
tion datasets to facilitate secondary analyses of existing datasets
as well as novel studies. It is hoped that such efforts will include
further development of the small sample design in substance abuse
prevention contexts.

Keywords Mixed modeling, N-of-1, prevention, randomized clinical
trials, small samples, substance abuse

INTRODUCTION
This article proposes and demonstrates small sample ran-

domized clinical trial (RCT) designs for substance abuse (SA)
prevention. SA prevention researchers nearly exclusively utilize
large samples even though alternative, clinically-oriented, RCTs
such as N-of-1 designs may be more advantageous for many in-
vestigations (1, 2). Large sample RCTs (LRCT) are appropriate
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of Pittsburgh, Pittsburgh, PA 15261, USA. E-mail: tar27@pitt.edu

for efficacy or effectiveness estimates for broad populations,
but are inadequate or unfeasible for many other prevention sci-
ence scenarios (e.g., replication studies for specific locales or
subgroups). Herein, a design is proposed that (a) is used in
other clinical research, (b) utilizes small samples, and (c) re-
tains strengths of LRCT designs.

Next, a simplistic form of this design is demonstrated that
could be applied to existing SA prevention datasets. This illus-
tration uses a RCT of a program to reduce blood glucose in
diabetic patients. Diabetes can be a consequence of SA (14.6%
of the sample had SA) and reducing elevated blood glucose can
prevent manifold harmful medical complications of diabetes,
including death. SA increases risk for and exacerbates such
medical complications, making control of blood glucose par-
ticularly important in diabetic patients with SA. The power of
the design is further illustrated by replicating tests among only
diabetic patients with SA.

LRCT STRENGTHS AND LIMITATIONS
Strengths of traditional LRCTs include (a) randomization

into control and experimental groups, (b) detection of small in-
tervention effects, and (c) the ability to address complex research
questions using a range of statistical techniques. However, one
limitation of LRCTs is ambiguity regarding to whom inter-
vention outcomes apply, typically a metaphorical person who
experiences the average outcome. It would be more informa-
tive to identify intervention effects (positive, null, or negative)
that are specific to subgroups, a concept that is termed person-
intervention interactions (1, 4). The current reliance on LRCT
and universal prevention also has led to an acceptance (per-
haps even expectation) of small efficacy of interventions. More-
over, post hoc insights about person-intervention interactions
often cannot be tested (e.g., due to lacking data on a particular
variable) without an additional resource-intensive LRCT. The
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SMALL SAMPLE CLINICAL TRIAL 261

SRCT design proposed for SA prevention research incorporates
strengths of LRCTs and N-of-1 designs.

NEEDS FOR RCTS THAT USE SMALLER SAMPLES
Small sample RCT (SRCT) designs emphasize maximizing

intervention impact. In contrast to statistical notions of effi-
cacy and effectiveness, “impact” herein refers to the degree to
which individuals respond to an intervention. Efficacy and effec-
tiveness gauge an average effect size of a prevention program;
impact refers to size of individuals’ responses to the program.

A SRCT (e.g., n < 80 per study arm) could advance SA
prevention in many ways. Consider recent progress of differ-
ent areas of prevention. Universal program research has been
considerable, but has generated null to small efficacy with a
few exceptions (5). These outcomes might be expected based
on the widely-accepted multifactorial, ecological, and liability-
threshold models, which each postulate that manifold risk fac-
tors each vary in salience to bias individual development toward
or away from SA (3). However, rather than addressing an indi-
vidual’s salient risk factors, universal interventions attempt to
alter one to a few factors in all persons using the same “dosage”
of a manualized program. Further complicating the intervention
process (and potentially mitigating universal program efficacy,
effectiveness, and impact) are manifold putative intervention
moderators (3–7).

By tailoring intervention to address specific risk factors in
those who experience them, prevention programs may have
greater impacts. To illustrate, the Good Behavior Game program
reduces SA risk specifically in disruptive students in poorly man-
aged classes and is based on decades of SRCTs, using specific
mechanisms of behavior change (e.g., student peer pressure,
teacher-delivered reinforcement) (4). Studies to elucidate such
mechanisms are not amenable to LRCTs because of the smaller
populations and samples with specified risk factor(s). However,
one strategy for these RCTs could be to test an existing pro-
gram in a well-specified population that has salient levels of
the risk factor(s) that the program targets. Other critical studies
not amenable to LRCTs include experiments to (a) investigate
prevention of rare pathologies, (b) identify the most impactful
elements of programs, (c) pilot testing, and (d) refining existing
programs. Optimally, these studies would be conducted during
developmental phases of prevention programs.

Person-intervention interactions are implied in all SA preven-
tion programs because they target specific risk factors, which
vary in salience among people (3–6). SRCTs could elucidate
and explicate such interactions starting with secondary analy-
ses (e.g., whether universal program efficacies result from small
impacts on many persons or large impacts on few persons is
largely unknown, but testable using existing datasets). Person-
intervention interaction studies require resolute objectivity from
scientists, who may have to disclose that an intervention is iatro-
genic for certain persons. Yet, such studies can greatly advance
prevention and etiology (6). Dishion et al.’s (7) report of de-

viancy training between recipients of a group intervention that
resulted in iatrogenic outcomes was cited over 600 times as of
October 25, 2008.

N-OF-1 DESIGNS
Turning to N-of-1 designs, their limitations have largely pre-

cluded their use in prevention science and possibly led to naı̈veté
among prevention researchers about their substantial strengths
(1, 8, 9). Strengths of N-of-1 designs include (a) sequencing
of study phases to isolate an intervention effect, (b) focus on
within-person change, (c) emphasis on impact of an interven-
tion, (d) utility for clinical settings and not merely research, and
(e) ability to increase statistical power with sample size and with
number of observations per participant (2). Collectively, these
strengths make N-of-1 RCTs ideal for translational research
such as prevention science (1).

A classic example N-of-1 RCT is the ABAB design, consist-
ing of four contiguous phases each of which includes multiple
observations of an outcome. During the first A phase, baseline
data are collected (in place of a control group). The first B
phase is an intervention period. Next, the A and B phases are
repeated. Thus, the second A phase outcomes are expected to
return to baseline levels and outcomes during both B phases
are hypothesized to be better than during the A phases. Assum-
ing this pattern in outcomes is observed, change in outcomes is
concluded to be due to the intervention. The ABAB design can
be a powerful way to test intervention effects because control
and intervention observations are not only equalized in the-
ory (cf, randomization); the observations are from the same
persons.

The ABAB option of N-of-1 RCTs is designed for an inter-
vention with effects that dissipate soon after it is withdrawn.
One problem with the ABAB design is that many educational or
psychological interventions cannot be withdrawn per se because
they involve inculcating skills that putatively are not forgotten.
Alternative, single A phase, designs exist to maintain the causal
implications that can be drawn from N-of-1 studies. One exam-
ple is multiple baselines designs, which consist of AB phases
and randomizing persons to varying start points of the B phase
(e.g., four study participants could begin the B phase at their
randomly-assigned 7th, 4th, 6th, and 9th observation, respec-
tively) (8). To the extent that outcomes improve in association
with beginning the B phases, stronger causal implications can
be drawn about an intervention.

Unfortunately, strengths of N-of-1 designs are outweighed
by their traditional limits, the most decisive of which are statis-
tical. The primary limitation of traditional N-of-1 RCTs is use
of single cases (9, 10), which cannot be generalized. The em-
phasis among N-of-1 researchers on effect size led to reliance
on visual inspection of outcomes plotted on figures to deter-
mine the impact of an intervention. Evidence demonstrates that
visual inspection of such plots leads to erroneous conclusions
about intervention impact (e.g., true impact can be obfuscated by
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variability in outcomes) (11, 12). Serial dependency (correla-
tions between within-person observations) can invalidate tradi-
tional N-of-1 designs and may occur for several reasons such
as an individual’s risk factors can impinge on multiple observa-
tions, one observation may influence subsequent observations,
cyclical behavior patterns (e.g., increased alcohol consumption
during weekends compared to other days), and practice effects
in multiple evaluations (13, 14).

Solutions to each of these N-of-1 RCT limitations arise from
using multiple participants. Results can be generalized. Inter-
vention impact can be examined using both visual and statis-
tical tests, including confidence intervals (11–15). Serial de-
pendency can be statistically accounted for and scientifically
informative (later). Randomizing persons into intervention (N-
of-1 phases) vs. control conditions can further improve: gener-
alization, accounting for serial dependency, testing intervention
effects, and impact size estimates. Moreover, the analytic tech-
niques can include complex statistical modeling and subgroup
comparisons.

PROPOSED SRCT: DRAWING FROM THE STRENGTHS
OF N-OF-1 DESIGNS, LRCT, AND MIXED MODELS

SRCT analysis can consist of within-person mixed mod-
els, which resolve limitations of traditional N-of-1 analysis
and facilitate testing of complex research questions (13, 14).
Compared to other longitudinal within-person analytical tech-
niques (time series, P-technique, MANOVA or MANCOVA,
meta-analysis of case studies), mixed models offer (a) statis-
tical and logistical parsimony, (b) flexibility and elegance, (c)
statistics that are used increasingly in prevention and clinical
research, and (d) straightforward clinical interpretation (4, 10,
13).

Mixed models are typically used in prevention to analyze
multilevel clusters of persons (e.g., students, analyzed at level
1, are clustered within classrooms at level 2, which in turn are
clustered within schools at level 3) (3). In contrast for SRCTs,
individual differences are analyzed at level 2, and within per-
son outcomes, are analyzed at level 1 (10, 13). Each level of
mixed models consists of a regression model and can include
such variables as covariates or interaction terms. In fact, cer-
tain intervention effects are tested using an interaction term
(e.g., between study arm and time) in which it hypothesized
that outcome slopes differ between study arms (13, 14). For
the most basic SRCT (13), the level 1 or within-subjects model
is:

Yij = b0i + b1i + eij , [1]

where Yij is an observed outcome for participant i at occasion
j ; b0i equals the initial level of the outcome for participant i; b1i

equals the average change in outcome (or slope) for participant
i over a specified time period (e.g., per week or month); and eij

equals random error (13).

The level 2 model (differences between participants) consists
of two equations:

b0i = β0 + u0i and b1i = β1 + u1i , [2]

where b0i , the initial outcome of individual i, is modeled as a
function of the population average initial level of the outcome
(β0) plus the individual’s deviation from the population average
(u0i); and b1i , the average change over time of individual i’s out-
come, is modeled as a function of the population average slope
(β1) plus the individual’s deviation in slope from the population
average (u1i). This set of models compose the unconditional
(i.e., no predictors except time) linear regression mixed model.
Substituting the terms from the level 2 model into the level 1
model, the multilevel analysis can be summarized as a single
model:

Yij = β0 + u0i + β1 + u1i + eij . [3]

Two augmentations to model 3 were described earlier in
non-statistical terms and can be useful for SRCTs. One is the
hypothesis that an intervention will improve outcomes faster
than a control group (i.e., greater slope in outcomes) (14). This
suggests the following augmentation:

Yij = β0 + β01Intxi + u0i + β1 + β11Intxi + u1i , [4]

where: Intx = 0 for controls, and 1 for intervention participants.
Hence, β01 and β11 represent the difference between interven-
tion and control groups in terms of average level and slope
over time, respectively; these terms provide tests of intervention
outcome (efficacy, effectiveness, impact).

Noortgate et al. (10) provide the second augmentation. They
demonstrated how to use mixed models for an ABAB design
and provided sample PROC MIXED SAS code. The model
for their most detailed analysis, with estimates specific to each
study phase, appears below. ABAB phases are organized into
two dummy-coded phase (A vs. B) terms, which are equivalent
to the Intx terms of model 4, and two dummy-coded block (1st
AB vs. 2nd AB) terms:

Yij = β0 + β0Bi + β0Pi + u0i + β1 + β1Bi + β1Pi + u1i ,

[5]

where: β0Bi and β0Pi are deviations from population mean due
to study block and study phase, respectively; β1Bi and β1Pi are
deviations from population slope due to study block and study
phase, respectively. Accordingly, this model provides mean and
slope differences between phases and blocks as well as within
and between subject variances. Again, traditional regression
analyses variables can be added, as can covariance structures to
account for serial dependency.

Earlier, the limitation of serial dependency was described.
SAS PROC MIXED provides many covariance structures to
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test and account for serial dependency, according to the struc-
ture that best fits a dataset (14,15). Evidence demonstrates that
(a) results of repeated measures analysis are robust if the selected
covariance structure resembles the true structure, (b) parame-
ter estimates of fixed effects rarely change with the choice of
covariance structure, but (c) erroneous selection of covariance
structure can effect the precision of these estimates (14, 15).
Standard tests can be used to determine the covariance structure
that best fits a particular dataset (14, 15).

A final consideration for SRCT analyses is the Kenward–
Roger adjusted F-test. Compared to default F-tests for parame-
ters, the Kenward–Roger test is more precise and better controls
for Type I error in analyses of small samples (15, 17).

ILLUSTRATION OF SRCT FOR PREVENTION
Existing prevention datasets rarely include phases that re-

semble N-of-1 designs (e.g., baselines typically consist of one
wave of data). Even so, simple forms of the SRCT proposed
here can be applied to existing prevention datasets (e.g., to
investigate subgroups). The example dataset used here illus-
trates this point because it (a) is from a traditional RCT pre-
vention study, (b) contains the fewest waves of data required
for mixed models (three) thereby providing the least statis-
tical power that can be drawn from multiple observations,
(c) uses a small sample (which also constrains power), and
(d) demonstrates the power that within-person mixed models can
provide to test person-intervention interactions and testing of
subgroups.

Background
The study tested an intervention to improve adherence to

and outcomes of diabetes-related pharmacotherapy and lifestyle
changes (16). Nearly 10% of U.S. citizens older than 20 years
have diabetes mellitus. Although prevention of medical com-
plications from diabetes may at first appear unrelated to SA,
diabetes can be a consequence of SA, and even low levels of
substance use can increase risk for and exacerbate the medi-
cal complications of diabetes such as microvascular (nephropa-
thy, retinopathy, and neuropathy) and cardiovascular disease
(17, 18). Accordingly, one form of harm reduction is preven-
tion of medical complications among diabetic patients with
SA. A subgroup of this sample had concomitant SA related to
tobacco (n = 11) or alcohol (n = 1). The intervention consisted
of pharmacist delivered education and monitoring to bolster ad-
herence to medicinal regimen (19). Clinical observations led to
the hypothesis that patients with uncontrolled blood glucose are
more responsive to pharmacist advice about improving glucose
levels. In addition to the main effect, it was hypothesized that
the intervention would reduce A1C more in diabetes patients
with baseline uncontrolled glucose (A1C > 8.0%) compared to
other diabetes patients.

Methods
Controls received care as usual. Outcomes were percent of

glycocylated hemoglobin or A1C, which measures blood glu-
cose level. Pre-study power analyses suggested N = 150 (75
per study arm) was needed to detect the hypothesized effect of
intervention using traditional statistical analyses. This sample
size was considered easily attainable because the annual number
diabetic of patients treated at the site is several times greater than
150. As it turned out, multiple diabetes studies occurred at the
site concomitantly with this study, resulting in the availability
of only 82 patients (37 intervention, 45 controls) for this study.

Analyses
Originally, 12 month outcomes were tested with ANOVA

and χ2. Fortunately, 6 month outcomes also were collected,
permitting secondary analysis using the earlier SRCT analytical
approach with PROC MIXED and the ML estimator. Compet-
ing models of A1C outcomes (compared to an unconditional
model) consisted of either of these fixed effects: baseline A1C,
study arm, interaction between baseline A1C and study arm, or a
model including all of these predictors. Three covariance struc-
tures were tested to account for serial dependence: compound
symmetry (correlations between observations are equivalent re-
gardless of lag time) and the Toeplitz and autoregressive (lag
1) structures, both of which assume that within-person obser-
vations correlate more with closer temporal proximity (lag of
1 observations correlate the most, lag of 2 observations cor-
relate less, etc.) (13–15). The autoregressive (lag 1) structure
best accounted for serial dependency based on statistical fit and
parsimony.

Results
Twelve month outcomes were consistent with hypotheses.

Mean A1C decreases of 1.1% vs. .6% occurred in intervention
and control participants, respectively. An ANOVA testing the
interaction resulted in F = 1.18 (p = .33). The clinical goal
of A1C <= 7.0% occurred in 41% of intervention participants
and 25% of controls. However, none of these results generated
p-values < .05 because of the small sample.

Compared to an unconditional model, adding baseline A1C
level as a predictor improved the model fit (Table 1). Of the
other predictors tested, only the intervention × baseline A1C
interaction further improved model fit with statistical robustness.
Notably, statistical detection of the interaction occurred using
four small subgroups (n of 25, 12, 27, and 18) and generated
p-values that exceeded .05. In statistical terms, the best fitting
model was:

Yij = 7.93 − .46(wave) + 1.50(baseline A1C level)

− .61(intervention × baseline A1C level; a slope).

The Table 1 figure illustrates within-person change of the
four subgroups using the REML estimator (13–15). Pharmacist
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TABLE 1
Tests of whether pharmacist intervention improves blood glucose in diabetics

Unconditional Model Baseline A1C Intervention × Baseline A1C

LR χ2 839.5 814.8 810.0
LR χ2 difference, df N/A 24.7, 1∗ 4.8, 1df∗

AIC 847.5 824.8 822.4
BIC 857.1 836.8 836.4

Note: N = 82. LR χ 2 is the likelihood-ratio chi-square; differences between nested models are testable using the chi-square distribution. LR
χ 2 difference here presents results of a χ 2 test compared to the preceding model (∗indicates p < .05). AIC is the Akaike’s Information Criterion
and BIC is the Bayesian Information Criterion; better fit to the data is indicated by smaller values for both criteria.

intervention impacted only diabetic patients with baseline A1C
> 8.0%; however, for those patients, the impact was consid-
erable. On average, their A1C dropped to nearly the goal of
A1C <= 7.0% in contrast to control participants whose A1C
dropped on average to about 8.5%. The clinical implication is
clear; diabetic patients with A1C > 8.0% could benefit from the
intervention to better manage blood glucose.

To further demonstrate how SRCT can test person-
intervention interactions using subsamples of existing datasets,
analyses were repeated with the 12 participants with SA. Half
were serendipitously randomized into each study arm. Com-
pared to the unconditional model, the best fitting model from
Table 1 improved fit to the data with a likelihood-ratio χ2 =
4.9, p < .10 (a trend). Inspection of subgroup A1C slopes re-
vealed a potentially greater intervention effect for those with
SA. Slopes increased slightly in all SA participants but those
with baseline A1C > 8.0% who received the intervention - their
average outcome was A1C = 7.5%.

DISCUSSION
This manuscript presented needs, rationale, and a methodol-

ogy for SRCTs. Certain strengths of this design were demon-
strated, including its statistical power. Although the example did
not feature important aspects of SRCTs (e.g., A and B phases),
it did illustrate how the SRCT analysis could be applied to
many existing SA prevention datasets. It is hoped that more
frequent mixed model analysis of N-of-1 designs could clarify

impacts of existing prevention programs for specific types of
persons and lead to further development of N-of-1 designs for
SA prevention. Other methodologists have progressed this tech-
nique, such as meta-analysis of small sample and N = 1 studies,
SAS code for multiple phase within-subject studies, and de-
tailed analysis of individual study participants (10, 11, 13, 14).
However, little such progress has occurred within SA preven-
tion. The example used herein advanced SA SRCTs by using a
behavioral prevention among persons with SA, albeit to prevent
secondary outcomes.

Awareness of the potential limitations of this SRCT may
improve these types of studies by accounting for them. First,
although one advantage of SRCTs is that use of well-specified
samples provides clarity about to whom outcomes apply, repli-
cation is essential. Whereas with LRCTs it can be unclear to
whom an efficacy estimate applies because the sample is so di-
verse, with SRCTs it can be unclear how well an intervention
effect generalizes to other populations. It also is possible that in-
tervention impact may be partly due to site-specific factors such
as a talented deliverer of a prevention program. Generalization
between subgroups and intervention deliverers are only two of
the factors that ought to be tested prior to conducting LRCTs.
Fortunately, SRCT replication is a reasonable and efficient ap-
proach compared to LRCTs.

A second limitation is that burden on participants in a SRCT
is greater than a LRCT; greater number of data collection waves
may impede retention of study participants. In studies that ad-
dress needs (e.g., risk factors) of patients, clients, or children,
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study compliance is more likely. Also, in many contexts it is pos-
sible to collect multiple waves of data and multiple phases with-
out increasing participant burden. For example, the earlier illus-
trative study of diabetes patients is being evolved into an ABA
design, using patient medical records of A1C before and after
the intervention (the two A phases) as well as to add data points
during the B phase. Using data from study participant records
for A phases may be feasible in a range of other settings from
education to criminal justice.

OPPORTUNITIES AFFORDED BY SRCTS
Certain opportunities are uniquely availed with SRCT meth-

ods. Of these, testing for person-intervention interactions may
provide the greatest short-term benefits. Many SA preven-
tion RCTs have been conducted, permitting re-analyses to test
program impact in subgroups. Based on the complexity of
SA etiology, it is reasonable to hypothesize that these types
of studies could lead to important advances, especially for
selective/indicated prevention.

The potential importance of the Kenward–Roger adjusted test
(15, 17) in SRCT analyses can be illustrated with the present
results. Using the default SAS statistical test, the best fitting
model in Table 1 generated the same parameter estimates but a
p < .001 (compared to the p < .05 reported earlier). Avoiding
Type I errors is important for identifying intervention strategies
that offer nil or minimal impact overall as well as in subgroups.
Power analyses also are needed for these types of statistical
techniques.

An important aspect of SRCTs is their adaptability to clin-
ical settings. Blanco et al. (22) demonstrated that large pro-
portions of the SA population would be excluded from SA
treatment RCTs because of study exclusion criteria. Such dis-
continuity between SA prevention RCT samples and the tar-
geted population also may occur for reasons such as exclusion
criteria, family attrition in family-oriented prevention studies,
or differences between school personnel who are vs. are not
willing to participate. SRCTs offer the techniques for persons
in applied settings to conduct replication tests of prevention
impact.

Importantly, N-of-1 designs historically have been short-term
studies. With some exceptions, prevention science lacks studies
of short-term impact of prevention programs. Perhaps partici-
pant attitudes, behavior, skills, or knowledge improve very soon
after certain prevention sessions, but then return to baseline lev-
els. Such an intervention effect would not be detected using
standard prevention methodologies but could be investigated
using SRCTs.

To reiterate, while the most commonly utilized LRCTs pro-
vide SA prevention scientists with important tools, these designs
are inadequate for many critical prevention science research
questions. Variant forms of the SRCT could provide the appa-
ratus to advance important areas of prevention that to date have
been slow to evolve. Strengths of SRCTs were demonstrated:

flexibility for increasing statistical power, testing complex
intervention research questions, direct clinical implications,
clinically replicable RCTs, ability to detect person-intervention
interactions, and estimation of intervention impact. All of these
aspects and additional strengths of the SRCT meet impor-
tant ongoing scientific and pragmatic needs in SA prevention
science.
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